Contents

[Dynamic Programming 2](#_Toc385862864)

[Properties 2](#_Toc385862865)

[Overlapping Sub problems 2](#_Toc385862866)

[Optimal Substructure 2](#_Toc385862867)

[Ways to Store the Values so that the values can be reused. 2](#_Toc385862868)

[1. Memorization (Top Down) 2](#_Toc385862869)

[2. Tabulation (Bottom Up) 2](#_Toc385862870)

[Recursion vs Dynamic Programming 3](#_Toc385862871)

[Backtracking vs Dynamic Programming 3](#_Toc385862872)

[Brute-Force/Naïve vs Dynamic Programming 3](#_Toc385862873)

[Divide and Quaker vs Dynamic Programming 3](#_Toc385862874)

[Reference Links 3](#_Toc385862875)

[1. Longest Increasing Subsequence 4](#_Toc385862876)

[2. Longest Common Subsequence 4](#_Toc385862877)

[3. Min Cost Path 4](#_Toc385862878)

[4. Coin Change 4](#_Toc385862879)

[5. Matrix Chain Multiplication 4](#_Toc385862880)

[6. Binomial Coefficient 4](#_Toc385862881)

[7. 0-1 Knapsack Problem 4](#_Toc385862882)

[8. Egg Dropping Puzzle 4](#_Toc385862883)

# Dynamic Programming

Dynamic Programming is mainly used when solutions of same sub-problems are needed again and again.

We can also say Dynamic Programming = Careful Brute-Force.

In DP computed solutions to subproblems are stored in a table so that these don’t have to recompute. So Dynamic Programming is not useful when there are no common (overlapping) subproblems because there is no point storing the solutions if they are not needed again. For example, Binary Search doesn’t have common subproblems. If we take example of following recursive program for Fibonacci Numbers, there are many subproblems which are solved again and again.

<http://20bits.com/article/introduction-to-dynamic-programming>

## Properties

1. Overlapping Sub problems
2. Optimal Substructure

## Overlapping Sub problems

fib(5)

fib(4) + fib(3)

fib(3) + fib(2) + fib(2) + fib(1)

fib(2) + fib(1) + fib(1) + fib(0) + fib(1) + fib(0) + fib(1)

fib(1) + fib(0) + fib(1) + fib(1) + fib(0) + fib(1) + fib(0) + fib(1)

## Optimal Substructure

A problem is said to have Optimal Substructure if the globally optimal solution can be constructed from locally optimal solutions to sub problems

E.g. The shortest path problem has following optimal substructure property: If a node x lies in the shortest path from a source node u to destination node v then the shortest path from u to v is combination of shortest path from u to x and shortest path from x to v.

The standard All Pair Shortest Path algorithms like Floyd–Warshall and Bellman–Ford are typical examples of Dynamic Programming.

On the other hand the Longest path problem doesn’t have the Optimal Substructure property. Here by Longest Path we mean longest simple path (path without cycle) between two nodes. Consider the following unweighted graph given in the CLRS book.

There are two longest paths from q to t: q -> r ->t and q ->s->t. Unlike shortest paths, these longest paths do not have the optimal substructure property. For example, the longest path q->r->t is not a combination of longest path from q to r and longest path from r to t, because the longest path from q to r is q->s->t->r.

[![http://geeksforgeeks.org/wp-content/uploads/LongestPath.gif](data:image/gif;base64,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)](http://geeksforgeeks.org/wp-content/uploads/LongestPath.gif)

## Ways to Store the Values so that the values can be reused.

### Memorization (Top Down)

### Tabulation (Bottom Up)

|  |  |  |
| --- | --- | --- |
| No. | Memorization | Tabulation |
| 1 | Top-Down | Bottom-Up |
| 2 | Is similar to the recursive version with a small modification that it looks into a lookup table before computing solutions.  Whenever we need solution to a subproblem, we first look into the lookup table.  If the pre computed value is there then we return that value.  Otherwise we calculate the value and put the result in lookup table so that it can be reused later. | The tabulated program for a given problem builds a table in bottom up fashion and returns the last entry from table. |
| 3 | Table is filled on demand. | Starting from the first entry, all entries are filled in table one by one. |
| 4 | All entries of the lookup table are not necessarily filled. | All entries of the lookup table are necessarily filled. Need to verify this. |
| 5 |  |  |
|  |  |  |

## Recursion vs Dynamic Programming

Dynamic programming and recursion have a fundamental difference, one is a top down approach and the other is a bottom up approach.

Dynamic programming gives u a better running time and a better space utilization compared to recursion.

Moreover, we can use memorization with recursion to save some space and time but still DP wins.

It makes possible to count the number of solutions without visiting them all.

Imagine backtracking values for the first row – what information would we require about the remaining rows, in order to be able to accurately count the solutions obtained for each first row value?

## Backtracking vs Dynamic Programming

## Brute-Force/Naïve vs Dynamic Programming

It takes far less time than naive methods that don't take advantage of the sub-problem overlap (like depth-first search).

The idea to solve a given problem, we need to solve different parts of the problem (sub-problems), then combine the solutions of the subproblems to reach an overall solution.

When using a more naive method, many of the subproblems are generated and solved many times.

The dynamic programming approach seeks to solve each subproblem only once, thus reducing the number of computations: once the solution to a given subproblem has been computed, it is stored or "memo-ized": the next time the same solution is needed, it is simply looked up.

This approach is especially useful when the number of repeating subproblems grows exponentially as a function of the size of the input.

Dynamic programming algorithms are used for optimization (for example, finding the shortest path between two points, or the fastest way to multiply many matrices).

A dynamic programming algorithm will examine all possible ways to solve the problem and will pick the best solution.

Therefore, we can roughly think of dynamic programming as an intelligent, brute-force method that enables us to go through all possible solutions to pick the best one.

## Divide and Quaker vs Dynamic Programming

DAQ goes top-down to store the solutions.

DP goes top-down and bottom-up to store the solutions.

## Reference Links

<http://en.wikipedia.org/wiki/Dynamic_programming>

<http://stackoverflow.com/questions/19610071/naive-way-to-find-largest-block-in-a-rectangle-of-1s-and-0s/19610652#19610652>

<http://www.bing.com/search?q=scan+line+algorithms&form=IE11TR&src=IE11TR&pc=SNJB>

<http://www.informatik.uni-ulm.de/acm/Locals/2003/html/judge.html>

<http://stackoverflow.com/questions/1540848/a-simple-example-for-someone-who-wants-to-understand-dynamic-programming>

<http://www.geeksforgeeks.org/tag/dynamic-programming/page/3/>

<http://www.cs.mun.ca/~kol/courses/2711-w08/dynprog-2711.pdf>
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